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INTRODUCTION 
 
 

 
Wireless technologies have multiplied during the last decade so there is a raising demand of 
electromagnetic spectrum. However, due to nowadays spectrum management, the offers did 
not meet the demands so that the electromagnetic spectrum became scarce. 
 
 In order to solve this problem, the spectrum needs to be well managed, therefore it needs to 
be used efficiently. Studies in cognitive radio area are led in that context. Cognitive radio is a 
system which allows a terminal to interact with its surroundings.  In other words, cognitive 
radio can collect information from its surroundings, model them and  adapt its behaviour 
according to them. Consequently, cognitive radio can detect free frequencies and use them, 
that’s way it helps to improve the management of spectrums. 
 
In this project, we will study different aspects of cognitive radio : Principles, architecture, 
specific implementations and design Soar agents. 
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DEFINITION AND PRINCIPLES 
 
         I. My project and how I managed our time  
 
 
The working group is composed of one doctoral student named Zhang Liangjun, one Chinese 
student named Wen Hanqing, two french students (Kanto Andiambelo and myself) and 
chinese and french students in other laboratories (Chen Ling, Meng, Steven, Quentin, 
Mahéva …). 
 
Cognitive radio is a complex area of study, the role of Kanto and I was largely to educate 
ourselves on this area. During the first week, I studied a lot of theoretical literature on the 
subject. During the second week, I made a record of my knowledge and I started to get into a 
technical description of Cognitive Radio and to study some architectures and 
implementations. The remaining time was devoted to design Soar agents with the help of 
some tutorials. 
Knowledge of Mr. Liang has been very valuable for this internship. 
 

 
II. How cognitive radio works 

 
1) Definition of Cognitive Radio 

 
As shown in Figure 1, there is substantial variation in underutilized spectrum in time and 
frequency, and although, even if it is not shown, there is also wide variation in term of space. 

 
[Figure 1 : Measurement made in Germany [Jondral_04]] 
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Cognitive radio (CR) is an emerging technology recently proposed to implement some form 
of intelligence that allows a terminal to have the capacity of learning: "feel" the radio 
environment and adapt it to the terminal. This provides to users increased throughput and 
overall increased comfort in their communications.  
 
 
 
 

2)  Interaction with its surroundings  
 

To be intelligent, cognitive radio uses: 

- A spectrum sensing: To find the frequencies used at one time, at a given location 

(the study must be made in all directions). Spectrum holes can then be detected. 

 

- A spectrum manager: process of regulating the use of radio frequencies to promote 

efficient use and gain a social benefit. 

- A spectrum sharing: sharing of spectrum between users according to their use 

(frequency, location, time) and spectrum occupancy. 

 

To solve the problem of spectrum holes, we can exploit locally unused spectrum to provide 
new paths to spectrum access (as shown in figure 2). 
 

 
[Figure 2 : The main purpose of Cognitive Radio : exploit unused spectrum holes] 

[The primary user is the first user using the frequency] 
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 Finally, the spectrum is detected and we mark the holes (spectrum sensing). Then, we 
analyze : sending data to spectrum sensing spectrum analysis. We deduce which users 
can be assigned to which holes. Finally, decisions are based on the results of the analysis 
and the number of holes available. And so on. 
 
 
 
 
 
 
 
 
 
 
Illustration of this cycle : 

 
[Figure 3 : Basic cycle of Cognitive Radio] 

 
 
 
 
 
 
To interact with its surroundings, a system needs to learn things about it. Without this we 
can’t even hope to have an intelligent cognitive radio. 
This is why our system needs to capture and measure different sizes. 
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Here are the main sizes we need to measure : 
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ARCHITECTURE 
 
 

I. Functional components of cognitive radio architecture 
 

The six functional components of cognitive radio architecture are: 
 

- The sensory (Sensory Perception: SP) of the user includes hapic interface (touch), 
audio, video and detection and perception functions. 
 

- The sensors of the local environment (location, temperature, accelerometer, etc..). 
 

- The system applications (media services as an independent network game). 
 

- The SDR(1) functions which include the detection and RF(2) radio applications of SDR. 
 

-  The functions of cognition (for control, planning and learning systems). 
 

- The local effector functions (speech synthesis, text, graphics and multimedia posters). 
 
 

II. Classification of cognitive frameworks and implementations 
 

Cognitive radio is a concept. Thus, there are several ways to realize it. 
Here are the most common architectures : 
 

 
[Figure 4 : Classification of Cognitive Frameworks] 
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[Figure 5 : Summary of cognitive architectures and implementations] 

 
 

III. The different kind of unified Theory of Cognition frameworks 
 

As we said in the previous paragraph, there are many possible cognitive frameworks : 
 
A concept known as the Unified Theory of Cognition (UTC) makes the case for a general set 
of assumptions that account for all cognition that remain constant across varied domains 
and knowledge spaces. 
Many of the complex and basic cognitive architectures are based on this concept of UTC 
where the architecture shows how intelligent entities react to inputs from the 
environment with goal driven behavior. 
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1) Simple 
 
There are two simple models : OODA and CECA. 
 

i. OODA : 
The OODA loop was originally developed to describe the methodology which fighter pilots 
utilize in a constant cycle during fight. 
Cognitive radio architectures with OODA loop are primarily designed to wait until an event 
happens before making a change to their configuration. 
The CR must integrate the environmental observations with radio policies, user goals, 
limitations on configurations and past experiences in order to synthesize a complete image 
of the situation. 
This model must identify the configuration changes that are available and identify the best 
option to meet the new situation. 
This model is composed of 4 parts :  

- Observe : This part observes many outside information, the 
influence of the previous action of the loop, the influence of the field 
on the action. 
 

- Orient : It is here that all previous information are, it’s the 
“inheritance part”. It is the most important part of the loop because it 
shapes the way we observe, the way we decide and the way we act. 
There is also a filtering of information that this bloc will send to the 
next. 

 
- Decide : It is here that we decide. The decision is considered 

as a hypothesis. This part will find the best action in all possible one.  
 

- Act : The hypothesis of the Decision part will be tested and 
will improve the Orientation and Decision part in future cycles. 

 

 

This model is interesting because as long as a hypothesis of action is not made, immobility is 
guaranteed. It is a way to lose. This approach may encourage an opponent to lose if he does 
not understand the actions of the one in front of him. 
Feint and tricks can also destroy the picture the enemy thinks about the situation. 
Another form of encouragement to the defeat is to have yourself a correct picture of the 
behavior and actions of the enemy. This picture shows us where, how and when we can hit 
the enemy. 
Another advantage of the OODA cycle is that it accepts the chaos of the action. 
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  ii. CECA : 
The OODA loop requires individualization when applied to specific reactive situations. The 
Critique-Explore-Compare-Adapt (CECA) loop expands on the OODA loop in order to study 
the broader context of Command and Control. Indeed, the CECA model has been created 
because the OODA loop does not adequately describe the goal-oriented command 
decision making process. 
In contrast to OODA, CECA intends to apply social cognition that incorporates multiple 
users working on complex problems. This is a really powerful way to see things. 
The four phases of the CECA Loop broadly correspond to the identification of information 
needs (Critique), active and passive data collection and situation updating (Explore), 
comparison of the current situation to the conceptual model (Compare), and adaptation to 
aspects of the battlespace that invalidate the conceptual model or block the path to goal 
completion (Adapt). 
 

 
 
Among the advantages of the CECA Loop over the OODA Loop are greater insight into the 
nature of perception and understanding, introduction of critical thinking elements, and 
exposition of the central role of planning and the mental representation of operational 
concepts. 
 
 

2) Higher Complexity 
 
Higher complexity architectures are based on the Unified Theory of Cognition (UTC) 
philosophy. 
I’ll explain you some of the most prominent cognitive architectures in development : 
 

i. SOAR Cognitive Engine : 
Developed in 1983, this popular general cognitive architecture is used to develop systems 
that exhibit intelligent behaviour. 
This project is made to work on the full range of tasks expected of an intelligent agent, 
from highly routine to extremely difficult, open-ended problems. 
This architecture must use and create an appropriate representation form of knowledge, 
such as procedural, declarative, episodic, and possibly iconic. 
The goal of Soar project is to reach a general intelligence (which has not yet been reached) 
which employ the full range of problem solving methods; interact with the outside world, 
and; learn about all aspects of the tasks and its performance on them. 
This architecture uses Short-term (working) and Long-term (production) memory to be 
more efficient. 
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  ii. STORM :  
The Storm Cognitive framework was developed as an extension to the Soar Cognitive 
Architecture. Using knowledge gained from the fields of psychology and brain based science, 
the researchers at Michigan University adapted memory, learning and emotion to the 
original Soar architecture. Storm is an overarching framework designed to develop 
biologically inspired cognitive architectures (BICA). 
 
  iii. ACT-R : 
ACT-R, developed at Carnegie Mellon University, is a cognitive architecture theorizing how 
human cognition works. ACT-R looks like a programming language; however, its constructs 
reflect assumptions about human cognition. These assumptions are based on numerous facts 
derived from psychology experiments. This architecture enables representation of tasks. This 
model allows a writer to add in their own assumptions of a specific task. 
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Use other algorithms : 
 
Incorporating novel algorithms into architectures : 
 
Another possibility is to use bio-inspired algorithms such as Particle Swarm Optimization 
(PSO). Indeed, the behavior of birds that travel in groups (PSO algorithms) is the same as 
cognitive radio : each individual only has knowledge of their nearest neighbor. 
 
We can also use Grey Modeling and Grey Relational Analysis (GRA) which identify similarity 
between observed data and a reference dataset set of cognitive radio. 
 
 
 

IV. The different kind of implementations (3) 
 
The cognitive architecture in use today are all built upon a basic premise of using 
observations of the environment as a catalyst for reconfiguring system parameters to 
achieve more optimal performance. Long term learning is also incorporated as part of initial 
decision making. Their primary differences lie in the implementations of this general goal. 
I will present you some of those numerous implementations : 
 

1) Mitola architecture (OODA) 
 
Joe Mitola proposed that the reconfigurability enabled by software defined radio created 
an incredible potential for improving radio operation. He went on to introduce a simplified 
cognition architecture that is founded upon the concepts of the OODA loop introduced 
earlier. 
Mitola’s adaptation of the basic OODA loop within a radio framework provided the seed for 
a new evolution in wireless communications. The observation step incorporates spectrum 
and network sensing while the orientation step prioritizes the incoming observations. Much 
of the ensuing work within cognitive radio has centered on the decision making and learning 
stages within this cognitive architecture as discussed in the next sections. 
 

2) Virginia Tech (OODA) 
 

Virginia Tech is developing an open source Cognitive Radio architecture named CROSS. 
The process includes a methodology for representing the situation as well as the procedures 
for making a decision and learning from a decision. The objective of the design is to develop 
a distributed & modular system that provides portability and interoperability between 
components developed in different programming languages, across different SDR and 
hardware platforms. This will enable more flexible and streamlined development of 
cognitive radio systems. Users of CROSS can focus entirely on one aspect of the cognitive 
radio without developing or modifying components that have no direct relevance to their 
specific focus of research.  
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3) OSCR (SOAR) 
 
The Open Source Cognitive Radio (OSCR) project designed a framework to enable integration 
of cognitive engines with multiple Software Communications Architecture (SCA). The OSCR 
links multiple radios’ application programming interface (API) with a single cognitive engine. 
This allows one cognitive engine to operate multiple radios which may have differing 
capabilities. The Soar cognitive engine was integrated with an SCA compliant SDR. The CE 
was programmed with a goal of maximizing the capacity of a noisy channel within a 
fluctuating noisy environment. 
Here are some interesting things OSCR can do :  

-  An operator is proposed for all possible combinations of settings. 
-  Calculations are elaborated as short term memory elements. 
- Operators are proposed and ranked by capacity. 
- Given the unimodal nature of the solution space for a given noise environment, 

changes in the direction of decreasing capacity will never be applied again. 
- When a new noise environment is detected, certain changes will be once again 

allowed. 
 

4) xG Radio 
 
The xG Radio architecture utilizes a Spectrum Policy analyst to create and modify polices 
using the Web Ontology Language (OWL). OWL is a web based family of languages that 
creates a formal knowledge representation. These policies are based on prior coordination 
and goals of the force commanders. A spectrum manager downloads policies to all xG 
enabled radios. The DSA capability of the radios provides a measure of spectrum occupancy 
that is updated to the fusion nodes that provide spectrum white space probability tables to 
all xG nodes. 
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HOW DO WE USE SOAR ARCHITECTURE ? 
 
 
 

I) Description of Soar  architecture and Soar agent(4) 
 
You can review the description of the SOAR architecture description on page 12 before 
beginning this “technical description” of SOAR. 
 
Soar is a unified architecture for developing intelligent systems. It provides the fixed 
computational structures in which knowledge can be encoded and used to produce action in 
pursuit of goals. In many ways, it is like a programming language, albeit a specialized one. It 
differs from other programming languages in that it has embedded in it a specific theory of 
the appropriate primitives underlying reasoning, learning, planning, and other capabilities 
that we hypothesize are necessary for intelligent behavior. Soar is not an attempt to create a 
general purpose programming language. Some computations are difficult or awkward to do 
in Soar (such as complex math) and they are more appropriately encoded in a programming 
language such as C, C++, or Java. Soar is appropriate for building autonomous agents that 
use large bodies of knowledge to generate action in pursuit of goals. 
 
All of the knowledge in a Soar agent is represented as if-then rules. In Soar, rules are called 
productions, and we will use the terms interchangeably. Rules are used to select and apply 
things called operators. 
So, Soar works by using conditions (like “if-then” or “while” conditions). 
To determine if the conditions are true, Soar compares them to data structures in working 
memory. Working memory defines the current situation, which for an agent consists of its 
perception of its world, results of intermediate calculations, active goals, and operators. 
When rules fire, they can make changes to working memory, as well as performing simple 
actions such as printing messages in the interaction window. 
 

II) How to implement Soar agent 
 

1) What kind of software did I use ? 
Soar has its own editor, called VisualSoar, which is highly recommended if we want to 
implement Soar programs. 
There is also a debugger named “SoarDebugger”. 
 

 
Figure 6 : Visual Soar (Soar editor) 
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Figure 7 : Soar Debugger 

 
 

Here are all software and tutorials I used : http://sitemaker.umich.edu/soar/home 
 
 

2) Example of basic implementation 
 
The easiest program we can implement is a “Hello world” (the goal is to execute this : “If I 
exist, then write ‘Hello World’ and halt”). 
 
Here is the source code : 

 
 
Here is the result : 

 
 
We can note that the program is working well. 
 
 
 
 

http://sitemaker.umich.edu/soar/home
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3) Example of complex implementation 
 
 
With Visual Soar, it is possible to design a complex source code with many files. 
 

 
 
 
 
 
 

 
 
Now I will show you a game named “Pacman” : The goal is to eat as much food as possible 
before getting eaten by the A.I.(5). 
If you want to try this game, go to this address : http://gamezone.2001jeux.com/play-00562-b-pacman.html 
 
We will design some A.I. that can play for us. 
 
 
 

i. Basic operations 
The basic way is the move-to-food operation in any direction : If there is no food nearby, no 
instances of the operator will be proposed and the halt operator will be proposed. 
If there is food in an adjacent cell, this program will propose to move-to-food in the 
direction of that cell and indicate that this operator can be selected randomly. 
If the move-to-food operator for a direction is selected, it will generate an output command 
to move in that direction. 
If the move-to-food operator is selected and if there is a completed move command on the 
output link, then it will remove that command. 
 
 
 
 
 
 
 
 
 

3 files from the folder “elaborations” 
 

http://gamezone.2001jeux.com/play-00562-b-pacman.html
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Here is the source code : 
sp {propose*move-to-food 
   (state <s> ^io.input-link.my-location.<dir>.content  
                 << normalfood bonusfood >>) 
--> 
   (<s> ^operator <o> + =) 
   (<o> ^name move-to-food 
        ^direction <dir>)} 
 
# Apply*move-to-food 
 
sp {apply*move-to-food 
   (state <s> ^io.output-link <ol> 
              ^operator <o>) 
   (<o> ^name move-to-food 
        ^direction <dir>) 
--> 
   (<ol> ^move.direction <dir>)} 
 
# Apply*move-to-food*remove-move: 
 
sp {apply*move-to-food*remove-move 
   (state <s> ^io.output-link <ol> 
              ^operator.name move-to-food) 
   (<ol> ^move <move>) 
   (<move> ^status complete) 
--> 
   (<ol> ^move <move> -)} 

 

Here is the result : 

 
 
We can see that this program is not really effective. 
Indeed, it just goes on a random food and it is stuck when there is no food (it will not try to 
go around). 
 

ii. Never stay stuck, save valuable information and learn of your mistakes 
Let's modify the previous program to make it more effective. 
Assuming we change the map each time we run the game, key points we need to improve 
are : 

- Save routes 
- Do not walk randomly while we have information at our disposal 
- If the game drags on, try some boxes randomly 
- Save the actions and incorporate them into the system if they were useful. 

 
As in the basic program, we must use only “if-then” conditions. 
 

The A.I. is blocked because there 

is no food in its neighborhood. 
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Here is the result : 
 

-First run : 

 
 
-Second run : 

 
 
- Third run : 

 
We can see that the more you run the program, the more efficient it is (the first time we 
launch the program, we needed 816 actions, the second time, 526, the third time, only 406 
…). 
This kind of program is much more interesting than the previous one.  
 
It is however possible to improve this program. 
For example, we could assume that there are 2 players on the map. 
Then, the goal would be to take the food before the opposing team. 
Unfortunately, this kind of algorithm quickly becomes complicated. 
It was therefore impossible to implement such a program in the allotted time. 
 
In conclusion, it is possible to design a software learning of its previous actions. 
Those kind of software are not perfect but since some years, they are becoming more and 
more efficient. 
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GLOSSARY 
 
 

(1) SDR : A software-defined radio system, or SDR, is a radio communication system 
where components that have been typically implemented in hardware are instead 
implemented by means of software on a personal computer or embedded computing 
devices. 
 

(2) RF : Radio frequency (RF) is a rate of oscillation in the range of about 3 kHz to 300 
GHz, which corresponds to the frequency of radio waves, and the alternating currents 
which carry radio signals. 

 
(3) Implementation : In computer science, an implementation is a realization of a 

technical specification or algorithm as a program, software component, or other 
computer system through programming and deployment. Many implementations 
may exist for a given specification or standard. 
 

(4) Agent :  In computing, an agent is the equivalent of a software robot. This is a 
program that performs tasks in the manner of an automaton and depending on what 
its author asked. It is an autonomous entity capable of communicating with a partial 
knowledge of his surroundings and private behavior, as well as the ability to execute 
its own. 
 

(5) A.I. : Artificial intelligence (AI) is the intelligence of machines and the branch of 
computer science that aims to create it. 
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